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Overview of Material to Cover Today

• What is an “automated decision-making system”?

• What are the concerns?

• What are the regulation approaches?

• What are we doing in Washington?

• What is the federal government doing?

• What are external recommendations?

• Additional resources

• Connection to Privacy
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What is an Automated Decision-Making System 
(ADS)?

Many definitions but at a high level:

Automated decision-making is the process of making a decision by automated 
means. These decisions can be based on factual data, as well as on digitally 
created profiles or inferred data. 

Examples of this include: 

• an online decision to award a loan

• an aptitude test used for recruitment which uses pre-programmed algorithms 
and criteria.
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Challenges – Definition of an ADS System
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Why is there concern?
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Public sector impacts
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Approaches to ADS regulation

• Principles and guidelines

• Prohibitions and moratoria

• Public transparency requirements

• Algorithmic Impact Assessments

• Audits and regulatory inspections

• External oversight

• Rights to explanation, hearings, appeal 

• Procurement conditions

8

Ada Lovelace Group’s “Algorithmic Accountability for 

the Public Sector”

https://www.opengovpartnership.org/documents/algorithmic-accountability-public-sector/
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ADS & Artificial Intelligence Regulation in 
Washington
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SSB 5116 (2021) - Establishing guidelines for 
government procurement and use of automated 
decision systems in order to protect consumers, 
improve transparency, and create more market 
predictability. 

SB 5527/HB 1655 (2019) -
Guidelines for government 
procurement and use of 
automated decision systems —
one of the first ADS bills in the 
country
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SB 5116 did not pass but resulted in proviso 
which created the ADS workgroup:
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Ch 334 Laws of 2021 Sec 151(14)

https://lawfilesext.leg.wa.gov/biennium/2021-22/Pdf/Bills/Session%20Laws/Senate/5092-S.SL.pdf#page=116
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ADS Workgroup
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The purpose of the work group - to 

develop recommendations for 

changes in state law and policy 

regarding the development, 

procurement, and use of automated 

decision systems by public agencies. 
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ADS Workgroup Membership-

Required by Proviso Additional Members

• DCYF (3)

• DOC (3)

• DSHS (3)

• DES (2)

• WaTech (2)

• DVA (2)

• LNI (1)

• HCA  (2)

• ESD (1)

• Two representatives from universities or research institutions who are 

experts in the design and effect of an algorithmic system (2)

• At least five representatives from advocacy organizations that 

represent communities that are disproportionately vulnerable to being 

harmed by algorithmic bias (7)

Total = 28 Members
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2021 Report: Key Research Findings

• Automated decision systems are a way to reduce costs, 

improve delivery of public services, and make decisions more 

efficient, reliable, and accurate…. However, a growing body 

of evidence indicates that ADS can be discriminatory, 

inaccurate and lack transparency and accountability

• In recent years, there has been a rapid evolution in the 

understanding of how algorithmically-driven automated 

decision systems operate as well as the risks posed by their 

use

• Washington can be a leader in ensuring that government use 

of automated decision systems does not cause discrimination 

and other types of harm.
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2021 ADS Workgroup Report

https://watech.wa.gov/sites/default/files/public/privacy/Automated%20Decision%20Systems%20Workgroup%20Report.pdf
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2021 Report & Recommendations

#1 Prioritization of Resources

• The state should develop a prioritization 
framework for allocating resources to 
address existing and future ADS. 

#2 Procurement 
• As a part of the procurement process, assess 

new ADS procured by the state. 

14

2021 ADS Workgroup Report

https://watech.wa.gov/sites/default/files/public/privacy/Automated%20Decision%20Systems%20Workgroup%20Report.pdf
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ADS Report Recommendations cont..

#3 Evaluation of Existing Systems
• ADS currently in use by the state that produce legal effects on [people] should 

be assessed if they are processing data on a large scale or have substantial 
effects on the rights or freedoms of natural persons. 

#4 Transparency
• Require transparency of use, procurement, and development of ADS including 

monitoring or testing for accuracy and bias, that produce legal effects on 
identified or identifiable natural persons.
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ADS Report Recommendations cont..

#5 Determination on Whether to Use System
• The state should adopt a framework to evaluate whether use of ADS or 

AI-enabled profiling should be prohibited

#6 Ongoing Monitoring or Auditing 
• Ongoing monitoring or auditing should be performed on ADS systems that have 

legal effects on people to ensure they do not have differential effects on 
subpopulations that result over time…
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ADS Report Recommendations cont..

#7 Training in Risk of Automation Bias 
• Require training of state employees who develop, procure, operate or use 

automatic decision-making systems as to risk of automation bias. 
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Sample Prioritization Matrix

Likelihood of bias -

• Low: Decision directly follows federal or state 
regulations or follows adopted policy or rule. 

• Medium: Developed with disclosure of information 
used and the algorithm has been tested for bias and 
inaccuracy. 

• High: Developed without disclosure of information 
used or the algorithm created and has not been tested 
for bias or accuracy.

Complexity -

• Low: simple decision rule. 

• Medium: simple calculation of existing data elements 
(i.e., a weighted average). 

• High: complex algorithm, estimation, machine 
learning, etc.

Effect on natural people -

• Low: Decision does not impact legal rights or 

the provision of services or scrutiny that could 

lead to an impact on legal rights or services.

• Medium: Decision impacts processing, 

relatively minor services or legal rights or 

financial impacts on individuals. Small number 

of impacted clients. 

• High: Decision can have a significant impact 

on the provision of services, financial impact, 

or legal rights. Large number of impacted 

clients. 
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Where are we now?
SB 5116 (2021) Committee hearing in W&M Pulled from Exec Session 2/7; New 
Proviso in last budget bill

New proviso:

19



Office of Privacy and Data Protection

Where are we now?

New proviso:
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Next steps

WaTech is directed to:

• Develop guidance for agencies’ procurement and use of ADS; 
and

• Conduct preliminary inventory of the automated decision systems 
currently in use 

by November 30, 2023
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• Governor Veto Message

https://crmpublicwebservice.ofm.wa.gov/bats/attachment/vetomessage/bd8fd50f-18b2-ec11-81d2-005056ba278b
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WaTech ADS Definition/Guidance – ADS included in inventory

When should a system or application be included in the Automated Decision-Making 
System (ADS) inventory:
If a system makes automated decisions based on algorithms that include an 
interpretation of specific criteria not set by state or federal law to make a decision, 
judgment, conclusion, or determine eligibility for a service that affects individuals it 
should be included in the ADS inventory.

Examples: 
• Who is likely to recidivate based on subjective risk criteria
• Which households should receive services based on risk of becoming homeless
• Assessment of penalties or loss of benefits not based on rules defined in law
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WaTech ADS Definition/Guidance - ADS not included in inventory

What systems or applications that should not be included in the Automated Decision-
Making System (ADS) inventory:
If a system is making decisions based on state or federal law that specifies the criteria 
that should be used in determining eligibility, judgments, and conclusions. In this case 
automated decisions are based on rules defined by law and there is no discretionary 
judgment that is performed by the ADS. 

Examples:
• Eligibility to title a vehicle or vessel
• When a driver’s license can be renewed
• Issuance of a business or professional license
• Issues of a fishing license
• When fees should be charged for a specific transaction
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ADS Analysis 
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Definitional struggles: what is an ADS?  Proviso language

For purposes of this subsection, "automated decision system" or "system" means any algorithm, including 

one incorporating machine learning or other artificial intelligence techniques, that 

• uses data-based analysis or calculations to make or support 

o government decisions, 

o judgments, or 

o conclusions 

▪ that cause a Washington resident to be treated differently than another Washington resident in 

the nature or amount of governmental interaction with that individual including, without 

limitation: 

• benefits, 

• protections, 

• required payments, 

• penalties, 

• regulations, 

• timing, 

• application, or 

• process requirements.
25



Office of Privacy and Data Protection

2022 Annual Certification Process
www.ocio.wa.gov/communications
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http://www.ocio.wa.gov/communications
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New Question in Application Inventory
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Facial Recognition Services reminder
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Other ADS Regulation in Washington state

• Washington’s Facial Recognition law (RCW 43.386):
• Accountability reports
• Testing and training requirements
• Some restrictions on use for surveillance 
• One of the first statewide laws on facial recognition — supported by industry as an 

alternative to a moratorium

• King County: prohibition on Government use of facial recognition

• Bellingham: prohibition of Government use of facial recognition and predictive 
policing

• Seattle Surveillance Ordinance requires “surveillance impact reports”
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https://app.leg.wa.gov/RCW/default.aspx?cite=43.386&full=true
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ADS Regulation elsewhere in the US

• New York City: 2018 ADS Task Force, 2021 AI Hiring law

• State and local prohibitions on government use of facial recognition in Maine, 
Vermont, about 20 other cities around the country
• Portland Oregon also prohibits some private use

• California’s and Colorado’s privacy laws give people the right to opt out of profiling 

• California’s new Age-Appropriate Design Code prohibits profiling minors, some 
algorithmic transparency and risk mitigation requirements

• California’s pending AB 13 is similar to Washington’s SB 5116
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https://www.vox.com/recode/2019/12/18/21026229/nyc-ai-algorithms-shadow-report
https://www.wsj.com/articles/new-yorks-landmark-ai-bias-law-prompts-uncertainty-11663752602


Office of Privacy and Data Protection

Federal ADS regulation on the horizon?

Some efforts focused on federal government systems
• Proposed facial recognition moratorium
• Just announced: Reps. Ted Lieu and Yvette Clarke introduced the Facial Recognition 

Act, limiting law enforcement’s use of facial recognition

More of a focus on commercial use of ADS systems
• Algorithmic Accountability Act of 2022
• Algorithmic Impact Assessment requirements in American Data Privacy and 

Protection Act (ADPPA)
• FTC Advanced Notice of Proposed Rulemaking

White House Office of Science and Technology Policy’s AI Bill of Rights?
• Announced last October with a lot of fanfare but no recent updates

https://thehill.com/opinion/technology/3566180-time-to-act-now-on-ai-bill-of-rights/
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https://thehill.com/opinion/technology/3566180-time-to-act-now-on-ai-bill-of-rights/
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International perspectives

• Canada’s 2019 Directive on Automated Decision-Making requires algorithmic 
impact assessments

• EU’s draft AI Act takes a tiered approach
• “Unacceptable risk” systems: prohibited (social scoring, manipulative systems, 

some public uses of facial recognition)
• “High risk” systems: significant requirements (employment, law enforcement, 

essential services and benefits, migration, critical infrastructure …)
• “Minimal risk” systems: voluntary codes of conduct are encouraged
• Final version is still being negotiated
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https://www.tbs-sct.gc.ca/pol/doc-eng.aspx?id=32592
https://www.biometricupdate.com/202207/czech-presidency-hopes-to-shape-ai-act-delist-biometric-categorization-as-high-risk
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Algorithmic Justice League’s Policy Recommendations
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From Algorithmic Justice League’s Who Audits the Auditors - https://www.ajl.org/auditors

https://www.ajl.org/auditors
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Additional Resources

•GAO-21-519SP, ARTIFICIAL INTELLIGENCE: An Accountability Framework for Federal 
Agencies and Other Entities(link is external)

•NIST Proposal Aims to Reduce Bias in Artificial Intelligence (govtech.com)(link is 
external)

•A Proposal for Identifying and Managing Bias in Artificial Intelligence (nist.gov)(link 
is external)

•FTC: Using Artificial Intelligence and Algorithms(link is external)

•NIST Proposal Aims to Reduce Bias in Artificial Intelligence (govtech.com)
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https://gcc02.safelinks.protection.outlook.com/?url=https://www.gao.gov/assets/gao-21-519sp.pdf&data=04%7C01%7Candrew.garber@ocs.wa.gov%7C480e9d3e24e5483bbcf608d947cac621%7C11d0e217264e400a8ba057dcc127d72d%7C0%7C0%7C637619758511006746%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0=%7C1000&sdata=8vHnhqmWn9grxKOVTXLr0uNY8kpI2df++6GIY3NpV08=&reserved=0
https://gcc02.safelinks.protection.outlook.com/?url=https://www.govtech.com/products/nist-proposal-aims-to-reduce-bias-in-artificial-intelligence&data=04%7C01%7Candrew.garber@ocs.wa.gov%7C480e9d3e24e5483bbcf608d947cac621%7C11d0e217264e400a8ba057dcc127d72d%7C0%7C0%7C637619758511016703%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0=%7C1000&sdata=6f3wEmRvoxiMNwAJRQtDeGEzu/d4FzF9kBlhzwz9Gd0=&reserved=0
https://gcc02.safelinks.protection.outlook.com/?url=https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.1270-draft.pdf&data=04%7C01%7Candrew.garber@ocs.wa.gov%7C480e9d3e24e5483bbcf608d947cac621%7C11d0e217264e400a8ba057dcc127d72d%7C0%7C0%7C637619758511026653%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0=%7C1000&sdata=iijVqLK+5O5StgzGzT35L6w4cyVRtOs7T8WPtt60KMw=&reserved=0
https://gcc02.safelinks.protection.outlook.com/?url=https://www.ftc.gov/news-events/blogs/business-blog/2020/04/using-artificial-intelligence-algorithms&data=04%7C01%7Candrew.garber@ocs.wa.gov%7C480e9d3e24e5483bbcf608d947cac621%7C11d0e217264e400a8ba057dcc127d72d%7C0%7C0%7C637619758511036623%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0=%7C1000&sdata=zR4W6o6BWuXKjViIvtKKzaNgZscpgT41DiNwRBkoenc=&reserved=0
https://gcc02.safelinks.protection.outlook.com/?url=https://www.govtech.com/products/nist-proposal-aims-to-reduce-bias-in-artificial-intelligence&data=04%7C01%7Candrew.garber@ocs.wa.gov%7C480e9d3e24e5483bbcf608d947cac621%7C11d0e217264e400a8ba057dcc127d72d%7C0%7C0%7C637619758511036623%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0=%7C1000&sdata=/I2Sb79StWFz/sHzXdbT9CeyTOMNPVYK40kSgQtTsOk=&reserved=0
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Keep perspective

➢ Use of ADS and AI are not “inherently bad”

➢ Across many sectors, ADS and AI offers advantages of new and 
innovative services, and the potential to improve scale, speed 
and accuracy.

Examples:

• Apps that help people that are blind or visually impaired

• Scientist ability to analyze of large data sets for climate impacts

• Analysis and scanning for cybersecurity purposes

• Monitoring of road conditions and traffic patterns



Office of Privacy and Data Protection

And its not going away…

Headline from this month
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Privacy Connection
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❖ Lawful, fair, & 
responsible use

❖ Data minimization

❖ Purpose Limitation

❖ Transparency & 
accountability

❖ Due diligence

❖ Individual 
participation

❖ Security

Privacy Principles
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Online Training for State Employees

➢ Intro to Privacy

• Personal Information

• Data Categorization

• Privacy Harms & Violations

➢ Privacy in the State of Washington

• Privacy Laws & Policies

• State Agency Privacy Principles

➢ Privacy in Practice

• Agency & Employee Responsibilities

• Privacy Best Practices

➢ Conclusion

Now available online at https://watech.wa.gov/privacy/gov-agency-resources

https://watech.wa.gov/privacy/gov-agency-resources
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Thank you!
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